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Abstract. Understanding the notional machine that conceptually exe-
cutes a program is a crucial step towards mastery of computer program-
ming. In order to help students build a mental model of the notional
machine, visible and tangible computing agents might be of great value,
as they provide the student with a conceptual model of who or what is
doing the actual work.
In addition to programming, the concept of a notional machine is equally
important when teaching algorithmic design, complexity theory, or com-
putational thinking. We therefore propose to use a common computing
agent as notional machine to not only introduce programming, but also
discuss algorithms and their complexity.
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1 Introduction

Computer Science is in the process of becoming an accepted and integral part of
general education. This is mostly in the form of an introduction to programming.
However, the common goal of computer science programmes is “computational
thinking” and a fostering of problem solving skills, not necessarily the mastery of
a programming language. Hence, introductory programming is only a first step
on a path that is supposed to lead to computational thinking.

Unfortunately, programming has turned out to be difficult to master, and
few students advance to a level where they can start expressing and implement-
ing algorithmic thinking and design. As a consequence, many courses on K-12
levels focus on just the programming. On the other hand, another approach is
taken by the “Computer Science Unplugged” programme of Bell et al. [4,5,3,2]
or Gallenbacher [9], which does away with the programming altogether, and
introduces algorithms without the need for either programming or a computer
at all. Eventually integrating both approaches into a curriculum is, of course, a
good and fruitful idea. Yet, if programming courses cannot advance to a level
where algorithmic principles and computational thinking can be taught, what is
the actual benefit of programming education?
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Despite popular belief, we are convinced that the mastery of a programming
language is not a necessary prerequisite to discuss and implement various algo-
rithms. Rather, learning to program offers a great opportunity to connect to
the concepts of algorithms, complexity theory, and eventually lead to the goal
of computional thinking even without the need of having introduced the full
range of programming structures. The key aspect of our approach is to shift
attention from the syntax of the language to the concept of the computing agent
or notional machine. In short, the crucial thing is not whether to use a “for”- or a
“while”-loop, but rather how the machine can do repetition and iteration to solve
a task or problem (cf. [11]).

The approach presented in this article has been used in outreach programmes,
and several workshops with the explicit goal of introducing the audience to the
basics of complexity theory within a very limited amount of time (cf. [14]). So far,
we have not had the opportunity to employ the concepts in large scale teaching,
and we therefore do not include any statistics on its actual usefulness but leave
this to future research.

2 The Notional Machine

One of the greatest challenges a programming novice faces is to understand the
notional machine. Originally, du Boulay named the notional machine as one of
five difficulties in learning to program, alongside syntax, semantics and other
issues [7].

The notional machine is a model of the machine that conceptually executes
the program code. In principle, it answers the question: what does a machine
need in order to understand, follow and execute the program code? As such it
differs from the actual implementation on any level, and is therefore not bound
to the physical computer, or a virtual machine. The notional machine is primarily
determined through the programming language, libraries and frameworks used.
An excellent treatment of the notional machine can be found in Sorva [26].

Getting a good understanding of the notional machine is crucial for program-
ming. When we regard programming as communication between man and the
machine, with the programmer being the sender of the message (the program
code), then the notional machine is the receiver of the message. It determines
the effect of a given program code, and answers accordingly to the programmer.
Of course, successful communication can only take place with a working model
and understanding of the second party involved, i. e. the notional machine.

2.1 The Notional Machine for Algorithms

The concept of the notional machine is not limited to programming, but is equally
important for algorithms in a more general setting. In the discussion of algorithms,
the notional machine is frequently not made explicit, but only assumed implicitly.
When discussing searching in graph theory, for instance, we usually implicitly
assume a notional machine that can visit one vertex or node of the graph at any
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given time, and travel along edges between the vertices. Hence, in our discussion
of search algorithms, we imagine to be “the mouse trapped in the maze” rather
than having a bird’s-eye view of the entire maze as a whole. This also means
that we cannot “look down an aisle” and determine that it is an impasse to be
skipped in our search.

Occasionally, we do make the notional machine explicit. For instance, when
we classify quicksort as a “comparison sort”. Or when we pose a specific problem
in the form “You only have a balance scale to compare items. . . ”. Note that, in an
educational setting, we might be required to go to great lengths to force students
to work with a specific notional machine, and keep them from “cheating” (they
might, for instance, determine the relative weight of objects without requiring
the scale at all).

Taking the view of complexity theory, we might argue that all algorithms are
executed by a Turing machine. However, when effectively designing and working
with algorithms, there is seldom the need to take such a drastically abstract
approach. Instead, the notional machine executing the algorithm might already
“know” how to add or subtract two numbers. Yet, based on our physically available
machines, the numbers for addition could be limited in size, requiring special
algorithms for large numbers. Thus, depending on the model of the machine, we
might wish to factor in the size of the numbers when computing the runtime of
such operations, say.

It is imperative that we make the notional machine explicit when teaching
specific algorithms. For instance, most programming languages and computing
systems offer a function to compute the square root of a number. It can then
seem useless, even a waste of time for students to discuss Heron’s algorithm for
computing the square root – obviously, this is already there and available.

In the context of problem solving skills, the notional machine can be seen
as the toolbox that is available to solve a given problem. In education, we then
intentionally limit the toolbox, of course, to prompt and foster creativity, and to
effectively help the students train their problem solving skills “in the small”.

2.2 The Difficulty of the Notional Machine

The computer in its entirety is an incredibly inappropriate notional machine
to start with. On the one hand, almost no part of a modern computer can be
directly inspected. Unlike a steam engine, there are no moving parts that can
be observed and understood. The computer is a black box. Various studies have
found that, indeed, invisible parts in programming are one of the greatest source
of difficulties and misconceptions (cf., e. g., Sorva [26]).

There are three possibilities to address the situation.
First, we can use metaphors like the famous box-metaphor used for variables,

to help the student form a picture of the notional machine. Unfortunately, such
static metaphors tend to tacitly introduce misconceptions as students derive
inappropriate analogies from the metaphors. The box metaphor for variables,
for instance, suggests to some students that a variable can store an arbitrary
amount of values.
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Second, we can use visualisations to provide a window into the black box.
Debuggers allow to trace a program step by step, and display the current value
of variables during program execution. However, while such visualisations show
the machine’s state between two steps, the actual working remains hidden. It
is like taking pictures of a steam engine, and trying to understand its working
without actually seeing the parts move.

Besides displaying the execution of a student’s program code, visualisations
are also popular when explaining algorithms. For instance, the sorting of an array
of integers might be visualised by bars, where each bar represents a value inside
the array through its height. Even though the bars might be moving around
during the visualisation, it is important to understand that such a visualisation
does not display the algorithm itself, but rather its effect on the data.

Hence, visualisations do not automatically foster a better understanding.
Instead, students must be trained in using and understanding the visualisations
themselves (cf., e. g., [15,18,27]).

Third, we can use a simpler machine to work with. Instead of programming the
abstract “computer” with variables, memory, etc., we have the students program
a simple, tangible, and understandable machine. This machine can either be
physical or simulated. The crucial part is that no parts of it are hidden, and that
the students can build a conceptual model of what it can do and how it works.

In reality, a simple machine might not be enough to truly act as the notional
machine for the entire program. However, the simple machine could act as the
computing agent. With “computing agent” we refer to a relatable and tangible
entity that is the receiver of the commands in the program code, and acts upon
them. In fact, the idea of a computing agent has been proposed in various forms
for decades, and a plethora of different systems exist (cf, e. g. Kelleher and Pausch
[12]). However, note that there is a danger in making the computing agent too
“human”, or too complex.

For our teaching, we use a turtle, as found in on-screen turtle graphics,
as the computing agent. The turtle executes commands such as forward(20).
However, the program code occasionally contains elements that escape the strict
turtle-as-agent metaphor. Examples for this might be forward(100/5) with a
computation in the program code (the turtle metaphor does not explain how
such a computation is performed), or control structures such as loops.

Even though the computing agent is not a full blown notional machine,
it seems to be sufficient for educational purposes, as it helps the students to
form a mental model of how the machine works and what it can do. It is, in
fact, elucidating to realise that practically all successful education environments
provide a computing agent (or several) as a core feature (cf., e. g., Logo [21],
Greenfoot [13], Kara [10], Scratch [22], Alice [23]). We might even hypothesise
that large parts of the success can be attributed to the computing agent rather
than, say, what programming language is used (for instance, Lewis [16] found
little difference between Logo and Scratch).
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3 Turtle-Graphics

The turtle, seen as a machine, has a small set of clearly defined and understandable
basic commands. Most importantly, the semantics of these commands is concrete:
there is no need for variables, or hidden state to explain this machine (even though
the implementation typically makes heavy use of such abstractions). Instead of
abstract variables to capture state, we can use, for instance, the turtle’s colour,
or the colour of its pen.

3.1 The Turtle as Computing Machine

We regard the turtle as a machine with two data registers (its proper colour and
the pen colour, respectively), and one address register (its location on the canvas).
The canvas itself acts as storage or memory. The turtle’s orientation has the role
of a “direction bit” to control the direction of commands such as forward().

According to our model, we provide basic commands to read a value (which
is always a colour) from the storage (canvas) to a register, store a value in the
storage, copy a value between the registers, or swap the values of the two registers
or a register with the storage. If we denote the turtle’s colour value by rT (r for
“register”), the colour value of its pen by rP , and its position (address) by rA, we
can express the turtle commands in a more abstract manner as follows:

set_pos(v) rA ← v
set_color(v) rT ← v
set_pen_color(v) rP ← v
dot() rP → [rA]
swap_color( ) rT ↔ [rA]
swap_turtle_colors() rT ↔ rP
assume_pixel_color() rT ← [rA]

In principle, the canvas is a two-dimensional array of pixels. With modern
devices, however, the pixels are far too small, so that, for most purposes, we use
dots with a diameter similar to the size of the turtle.

Comparing Colours. There are various colour models and spaces, such as RGB,
CMYK, HSB, etc. The prevalent colour model in programming is probably the
RGB -model, and colours are usually accessed as 24-bit integer values.

Since our algorithms are based on comparing colour values, we need to impose
an ordering on a usually three- or even four-dimensional space. We could, of
course, just use the 24-bit RGB -values, along with the usual ordering of integers.
However, we found the results to be aesthetically more pleasing when switching
to an HSB -model, where the primary key for comparison and ordering is the hue
of a colour value.

Further Extensions. In addition to the basic operations on the turtle’s state,
we have added two more concepts to our implementation: first, the turtle can
determine not only the value of the pixel underneath the turtle, but also the
value of the pixel directly in front of the turtle. Second, some dots are subject to
“gravity” and will fall down to the bottom of the screen, unless they hit another
dot (exposed through the command drop_dot()).
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4 How to Measure Efficiency

For a theoretical computer scientist, the term “efficient algorithm” commonly
refers to an algorithm with polynomial time complexity. In a broader sense, it
depends on the context what is meant; “efficiency” may at times also correspond to
memory usage, energy consumptions, code maintenance, or scalability. However,
our current efforts address algorithms’ time complexities, i. e., running time as
depending on the length of a given input.

Without a formal introduction to computer science, what usually first comes
to mind is to use some absolute measurements such as milliseconds. For the
purpose of discussing algorithms, however, this is unsatisfactory, because the
absolute time taken depends on many things that are independent of the algorithm
used, such as the machine it is run on, or the programming language. What
makes more sense is to count the number of elementary operations carried out
by the machine. This, of course, depends on the notional machine, and its set
of “elementary” operations. In fact, counting elementary operations is a prime
example of requiring a notional machine.

Different Classes of Complexity. Measuring the runtime of an algorithm is in
itself not an adequate measure for the quality of an algorithm. In the overall
picture, a particularly good algorithm distinguishes itself not by handling a
specific instance of the problem well, but by scaling well with the size of the
problem instance.

In the context of single-number-based algorithms, we take the number of bits
(or digits) of the input number as a measure for the “problem size”. For a list of
values, we take the number of values in the list to be the appropriate measure.
We would then like to assess how much longer the algorithm needs if we add
another bit to the number, or value to the list, respectively.

To give a hands-on example, consider the problem of assessing the divisibility
of an integer N , represented by n decimal digits. We can then give three examples
of different complexity:

– We can check if N is divisible by 2 by checking the last digit of N , irrespective
of the size of N . Hence, assessing if a number is odd or even can be achieved
in constant time.

– In order to check if N is divisible by 3, we can build the sum of all digits, and
then check if the resulting sum is divisible by 3. This is commonly known by
all students. Building the sum of all digits depends on the number of digits
n. If we add one more digit, we have to add one more number. Hence, time
complexity for this problem is linear in n.

– To check if an integer N has any non-trivial divisor at all, much more work is
needed. As a first approximation, we can argue that we need to check more or
less each integer between 2 and N − 1, to assess if it is a factor of N . Adding
another digit usually multiplies the required work by a factor of 10. Time
complexity is therefore exponential and can be expressed as 10n.



ISSEP 2018 7

Efficiency in Programming. The actual implementation of an algorithm may
seem to differ significantly from a theoretical presentation of the same algorithm.
Switching to an implementer’s perspective bears the danger of focusing too
much on the efficiency of implementation details, as opposed to the efficiency of
the underlying algorithm as discussed above. This issue can be understood in
part originating from a change of the underlying notional machine: the notional
machine of any given programming language hardly ever coincides with the one
used to discuss the algorithm in a theoretical framework.

To smoothen the transitions between a theoretical discussion of an algorithm,
and its implementation, it is desirable to use a unified model. Turtle graphics as
presented here offers an opportunity for such an unified model. The efficiency can
then be described in turtle operations, which in turn, have direct correspondence
in code, and on the screen during program execution.

5 Primality Testing

In this section, we describe two different approaches of how to sharpen the
student’s view on complexity theory using the example of primality testing.

5.1 Geometric Approach

Testing for primality can be seen as a geometric problem. Given a number of dots
N ≥ 2, we try to arrange the dots in the shape of a rectangle. If this succeeds only
when all dots are in one column or one row, respectively, N is a prime number;
for instance, 15 dots can form a rectangle with dimensions 3× 5, whereas there
is no rectangle with dimensions k ×m for 17 dots with 1 < k,m < 17.

Fig. 1. Given a number of dots, the turtle takes dots from the top,
and drops them into the column on the right, trying to balance
all columns and thereby create a rectangle.

Starting a single column of N dots on the very left of the screen, the turtle
tries to rearrange the dots so that they form a rectangle. To that end, the turtle
picks up the top-most dot, and drops it into the column to the right. During
this process, the turtle works its way from left to right, and jumps down to
the next row if no dot remains on the top-layer. If the column to the right has
been filled to the top, such that all columns have equal height, the number N is
(literally) obviously divisible. Otherwise, the turtle starts to drop the dots into
the next column, trying to balance all dots with one more column. By adding a
new column to the right whenever needed, the turtle continues trying to balance
the dots into the existing columns until it finds a solution (which always exists
in the form of a row of height one).
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Program 1 in the appendix shows the implementation of a geometric primality
testing algorithm, using the dot-based turtle graphics (see Figure 1).

Given this geometric approach, it is indeed evident that each possible arrange-
ment is actually tried twice. Divisibility by two, for instance, is once tried using
two columns, and once using two rows (if the number is a prime). It can directly
be reasoned that the algorithm can stop as soon as the number of columns
exceeds the number of rows. In a more abstract way, the turtle has to test only
factors up to b

√
Nc, because once it is found out that there is no rectangle with

dimensions k × l with k ≤ b
√
Nc, all possible k, l-combinations to follow have

already been tested with k and l being switched.

5.2 Semi-Geometric Approach

The geometric approach presented above has various limitations, particularly
with respect to possible optimisations. We therefore describe a semi-geometric
variant, which allows us to introduce various optimisations.

0 1

d

2 3 4 5 6 7 8 9

Fig. 2. For each possible factor d with 2 < d < N , the turtle jumps d steps, trying
to reach the N th dot (coloured red in our implementation). The dot at position d is
removed, and the turtle starts again at position d + 1.

The basic algorithm is shown in Program 2 in the appendix. Based on the
idea of the sieve of Eratosthenes [20], we visualize a number N as a row of N − 2
blue, and one red dot (we have to omit the dot representing “1” since we do not
want to test whether N is divisible by 1). The turtle is then set on a dot d and
jumps forward in steps of d dots. If the turtle hits the red dot, d is a factor of
N . Otherwise, the dot representing d is removed and the turtle checks the next
possible factor.

In contrast to the true sieve of Eratosthenes, Program 2 does not cross out
any multiples of a given number d. Hence, the turtle checks each integer up to N .

A first optimisation can be introduced by crossing out multiples of any tested
factor d, implementing Eratosthenes’ sieve properly. In our semi-geometric variant,
this means that the turtle has to remove any dot it encounters. In our actual
implementation, this could be done by colouring the dot in a darker blue (against
a black background).

6 Sorting

As a second example to demonstrate the power of turtle graphics to illustrate
the efficiency of certain algorithms, we use the standard problem of sorting. Due
to space restrictions, we can only include a version of Minsort here.



ISSEP 2018 9

As setup for our algorithms, the turtle starts by drawing a column of coloured
dots in the middle of the screen. The colours are chosen at random, based on the
HSB-model, where only hue varies. Before a sorting algorithm starts, the turtle
is placed at the bottom of the column of coloured dots, heading up, and having
no colour of its own.

The turtle picks up the first (bottom-most) dot it encounters, assuming its
colour and removing the dot from the screen. Subsequently, the turtle moves
through all remaining dots, swapping its colour with any dot, whose colour is
to be found “less” than the current colour. Once the turtle reaches the top, it
moves slightly to the right and drops the coloured dot into a new column, before
returning to the initial position (called “origin” in Program 3) at the bottom of
the original column.

As before, the algorithm is simple enough so that no variables are needed,
beyond the turtle’s own colour. In other words, the entire algorithm is directly
visible on screen with no hidden state.

In addition to Minsort, we have also implemented Bubblesort, Quicksort, and
Mergesort in our turtle framework. However, the limited capabilities of the turtle
adds additional issues, and complexities. Mergesort, for instance, lends itself
very well to a framework with a total of three turtles cooperating. This, in turn,
requires more programming background from the students.

For a manageable implementation of Quicksort (see appendix B), we had to
make use of a variable, thereby going beyond the initial framework of no hidden
state. Instead of discussing the Python code, we have discussed the visualisation
with the students, who were often quick to point out that the presented algorithm
would not be optimal if the initial array was “already sorted in reverse”.

7 Related Work

In order to make algorithms and complexity theory accessible to students in
a K-12 context, CS unplugged programs, such as those by Bell et al. [3] or
Gallenbacher [9], have been developed, and found widespread success. Moreover,
Bell et al. [2] argue that understanding complexity theory, even on a rather
intuitive level, gives high-school students a very good picture on what computer
science is about, and makes them less likely to choose studying it for the wrong
reasons.

Turtle graphics is often associated with the Logo programming language; see,
e.g., Thornburg [30]. Today, however, most educational programming languages
provide libraries for turtle graphics, including Python. Caspersen and Christensen
[6], for instance, present an access to object-oriented programming based on turtle
graphics. One of the most essential aspects of turtle graphics are its immediate
visual feedback, and the support for a teaching style that goes from the concrete
towards the abstract [6].

One of the most extensive treatises on turtle graphics is offered by Abelson
and DiSessa [1]. In the early tradition of turtle graphics, their discussion, however,
has a strong focus on geometry, mathematics, as well as simulations.
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According to du Boulay, building a conceptual model of the notional machine
is one of the five difficulties a novice programmer faces. In the light of his and
subsequent research, as presented below, we would argue that a comprehension
of the notional machine is, indeed, one of the crucial prerequisites to succeed in
learning to program.

The notional machine is often implicit or hidden from the novice programmer.
This invisibility of the machine’s operation has been mentioned as a hurdle and
source of misconceptions several times. Sorva [26], for instance, writes that “Many
misconceptions, if not most of them, have to do with aspects that are not readily
visible, but hidden within the execution-time world of the notional machine”.

Sorva [26] reports that conceptual models, which might just be “a simple
metaphor or analogy, or a more complex explanation of the system”, are not only
useful tools, but help improve the understanding and performance of the students
(cf. also Schumacher and Czerwinski [24]). He advocates the use of visualisations
and metaphors, in particular to “concretize the dynamic aspects of programs.” In
addition, Sorva points out that an active engagement by the students is, in fact,
more important than the particular visualisation technique used.

We see this in accordance with our approach to use a concrete, and visually
oriented notional machine to teach programming. The crucial part, however, is
that we do not use a visualisation of an underlying machine, but rather a visually
tangible computing agent, as this means that students actively engage with the
“visualisation” instead of merely consuming it.

Finally, it is interesting to compare these findings with the neo-Piagetian
theories as reported by Lister [17], or Lister and Teague [29]. Lister argues that
novice programmers initially work on a preoperational stage (or even sensimotor
stage), where “they can trace code accurately, but they struggle to reason about
code.” [29] In particular, his findings indicate that students use concrete values to
trace and understand code, and that this is a necessary step in the development
of higher abstraction and reasoning skills.

Hence, using concrete and directly visible values during program execution
might address students better on the level of their respective stage in reasoning,
and thereby help them progress in their learning. Further studies in this direction
are certainly warranted.

8 Conclusion

Even though programming is an important part of Computer Science Education,
it should not be limited to programming alone. Computational, or algorithmic
thinking needs to be treated as an equally important part. Computer Science
Unplugged programmes offer a great way to introduce computational thinking
early on, without extensive programming prerequirements.

In this article, we have presented an approach with focus on the notional
machine, and computing agent. Education in both programming, as well as
algorithmics could benefit strongly from explicit incorporation of assumptions
about the underlying computing agent. Instead of visualising just states of the
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machine, we can then visualise the actual work of the agent itself, and provide a
firmer framework for learning metaphors. For beginning classes, we have used an
enhanced turtle as the computational agent, with so far very positive experience.

Future research, as well as classroom experience will be needed to properly
evaluate the applicability, and validity of our approach.
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A Python Programs

Program 1 Starting with a single column of dots, the turtle tries to rearrange
the dots to a true rectangle. If this succeeds, the number of dots is not prime.

def remove_dot():
pickup_dot() # remove a dot from the top
head_right() # and drop it to the right
forward() # of the current dots
while not is_pixel_empty():

forward()
drop_dot() # let dot fall down
# check if the column to the right is full
if not is_pixel_empty():

head_left()
if is_pixel_ahead_empty():

pickup_dot() # drop the dot into
head_right() # a new column to
forward() # the right
drop_dot()

def find_next_dot():
head_left()
# check if the rectangle is complete, i. e.
# the number of dots is not prime
if is_pixel_ahead_empty():

turn_left()
forward()
turn_right()
if not is_pixel_empty():

if current_y() <= 1:
print "prime!"

else:
print "not prime!"

exit()
while not is_pixel_ahead_empty():

forward()

while True:
remove_dot()
find_next_dot()
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Program 2 An graphical implementation of a primality testing algorithm. In
contrast to the sieve of Eratosthenes, multiples of prime factors are not “crossed
out.” Hence, the algorithm tests each number up to N .

def test_factor():
set_pos("origin")
while is_pixel_empty():

forward()
if is_pixel_of_color("red"):

print "prime!"
exit()

drop_dot()
d = current_x()
while is_pixel_of_color("blue"):

forward(d)
if is_pixel_of_color("red"):

print "not a prime!"
exit()

while True:
test_factor()

Program 3 This implementation of Minsort is straightforward: the turtle picks
up the first colour in the list, and then swaps it whenever it finds a colour that is
“smaller.” The thus found minimal colour is dropped into the column on the right.

while True:
# Find the first (lowest) dot
set_pos("origin")
head_up()
while is_pixel_empty():

forward()
pickup_dot()
# Search the dot with "smallest" colour
while not is_pixel_ahead_empty():

forward()
if get_pixel_hue() < get_turtle_hue():

swap_color()
head_right()
forward()
drop_dot()
# Is the second column completely filled?
if not is_pixel_empty():

break
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B Quicksort

For Quicksort, the turtle assumes the colour of the first dot in encounters, and
then compares the colours of all subsequent dots to its own colour (the pivot
colour). Dots with a colour hue that is smaller (or equal) are placed to left, those
with larger colour hue are placed to the right (see Program 4, and Figure 3).
As long as more than one dot remains in any stack, the procedure is repeated
recursively.

Fig. 3. In our implementation of Quicksort, the turtle takes the color of the first dot
at the bottom as the pivot. It then moves all dots either to the left or to the right,
creating two new columns to be sorted afterwards.

Fig. 4. An alternative implementation of Quicksort, where the dots are arranged
horizontally. Each pivot colour is dropped to the bottom after the sorting step: due to
the gap between the left and the right hand side, its position in the result is already
known. At the very bottom, the final solution is shown.

Instead of arranging the dots as vertical stacks as in Figure 3, it is also possible
to arrange the coloured dots as horizontal lines as in Figure 4. Note that the line
on the right side grows from right to left, leading to the order of the dots being
reversed on each step. Since the pivot dot is neither added to the left, nor the
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right hand side, a gap forms in between the two sides. While an implementation
without additional variables is, in principle, feasible, the search for the right
spot to place the new dot might take a large amount of both program code, and
execution time.

So far, we have never progressed in class enough to actually discuss Python
code of Quicksort as shown in Program 4. The use of recursion makes a discussion
on entry level difficult (it is possible to do it without recursion, but this does
not necessarily lead to better understandable program code). However, we have
presented the horizontal version several times as a basis for further discussion,
with great results: students often realised, for instance, that the algorithm works
best if the pivot colour divides the dots into two lines, or piles, of approximately
equal size, and fails to be efficient for dots, “which are sorted in reverse” (it seems
that the idea of sorting an already sorted line does not necessarily occur to high
school students).

Program 4 An implementation of Quicksort using turtle graphics. Here we need
an abstract variable “delta” to leave room for further columns, which appear due
to recursion.

def sort(delta):
set_pos("bottom") # only change y-coordinate
if delta < 1 or is_pixel_empty():

return
head_up()
assume_pixel_color()
while not is_pixel_ahead_empty():

forward()
swap_color() # save pivot color
if get_pixel_hue() > get_turtle_hue():

jump_left(delta)
drop_dot()
jump_right(delta)

else:
jump_right(delta)
drop_dot()
jump_left(delta)

assume_pixel_color() # assume pivot color
head_left() # sort columns on ...
forward(delta)
sort(delta // 2) # ... the left ...
head_right()
forward(delta * 2)
sort(delta // 2) # ... the right ...
head_left()
forward(delta) # back to middle pos
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